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#### Abstract

This study proposes a modified market model of event study that takes into account the asynchronous behavior between individual stocks and the stock market by using an added Chebyshev polynomial term. The proposed model takes into account both the macro market performance and the micro individual stock behavior and is empirically tested. The empirical analysis results demonstrate that the proposed model improves the explanatory power of the model as well as the heteroskedasticity. More importantly, its performance is almost independent of the choice of the events and stocks.
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## 1. Introduction

Since the publication of two papers by Ball and Brown (1968) and Fama et al. (1969), event studies have become very popular in accounting and finance research. As noted by Kothari and Warner (2007), a number of event studies have been published and the literature continues to grow. The majority of event studies are focused on estimations of the impacts of unanticipated events on stock prices. The studies include stock reactions to stock splits (e.g., Fama, Fisher, Jensen and Roll, 1969; Grinblatt, Masulis, and Titman, 1984; McNichols and Dravid, 1990; Louis and Robinson, 2005; Baker et al, 2009), effects of earnings announcements and dividends (e.g., Foster, Olsen, and Shevlin, 1984; Brown and Warner, 1985; MacKinlay, 1997), investigations of merger and acquisition events (e.g., Eckbo, 1983; Jarrell and Poulsen, 1989; Kothari and warner, 2007) and public security offering announcements (e.g., Mikkelson and Partch, 1986; Barclay and Litzenberger, 1988; Ritter, 1991), etc. Moreover, event studies are also widely applied in other related business fields. For example, the Securities and Exchange Commission (SEC) applied the event study in its enforcement actions on security fraud cases (see Mitchell and Netter, 1994). Also event studies are used to measure the effects of regulation (see Schwert, 1981; also see Bhagat and Romano 2002a and 2002b for the discussion and review of event studies of regulation). In the marketing field, Agrawal and Kamakura (1995) uses the event study to examine the economic worth of celebrity endorsers.
The event study methodology has evolved since its emergence. A number of modifications have been developed to address violations of statistical assumptions used in the early work and to accommodate more specific hypotheses (MacKinlay, 1997). There are several potential problems with hypothesis testing due to the dependencies in the residuals, heteroskedasticity (unequal variance of residuals), and autocorrelation (residuals are correlated). Collins and Dent (1984) and Bemard (1987) find that unequal variances across firms and cross-sectional dependence introduce considerable bias on hypothesis testing in event studies. A common modification to address the problem with dependencies in residuals is to standardize each abnormal return using an estimator of its standard deviation (i.e., Jaffe, 1974; Mandelker, 1974; Patell, 1976; Dodd and Warner, 1983). There is a stream of studies that address the issues of event-induced heteroskedasticity and the correlation in residuals, and provide technical approaches (White, 1980; Collins and Dent, 1984; Malatesta and Thompson, 1985; Froot, 1989; Boehmer et al., 1991; Cowan, 1991; Sweeney, 1991; Salinger, 1992).
In this study, we discuss the methodology of measuring security reaction to event, in terms of assumptions, requirements and limitations of the event study. Further, we propose a new improvement to the event study methodology. Our proposed model improves its explanatory power as well as the heteroskedasticity. More importantly, its performance is almost independent of the choice of the events and stocks. This paper begins with a discussion of the structure of the event study and its methodological development. In section 2, we discuss the assumptions and requirements of event study methodology and address potential issues. In section 3, using an
example, we evaluate the market model. In section 4, we propose a time-related market model with an added Chebyshev polynomial term. In section 5, we empirically examine the modified model with layoff events from 1997 to 2006. The improvement is best presented in Figure 1. Section 6 summarizes and concludes the study.

## 2. Event Study Methodology

The most influential pioneer event studies were by Fama, Fisher, Jensen and Roll (FFJR) (1969) and Ball and Brown (1968). FFJR studied how the market reacted to announcements of stock splits, and Ball and Brown considered the information content of accounting earnings. Both studies introduced the methodology of event study that is essentially the same as that which is in use today (Mackinlay, 1997). The fundamental use of an event study is to investigate the effect of an event on stock prices. The event effect is measured by utilizing statistical models. The goal of the event study is to examine the difference between the observed stock return and the expected return under a hypothetical situation-without the event taking place. Then statistical tests are used to determine whether the observed effect of the event is significant. If statistical significance can be found, then it suggests that the event has a significant effect on the stock. Otherwise, it may imply that the event has no significant impact.
A typical event study involves two time periods: event window and estimation window. The event window is the time period that the event is supposed to have the most impact on the subject. The estimation window is the time period used to estimate the stock assuming no event taking place and is thus earlier than the event window. In the literature the event window and the estimation window may or may not be adjacent to each other. So there may be an interval window that is between the event window and the estimation window.

The key step of the event study is to estimate the stock movement assuming no event taking place. Various methods have been used to model the stock behavior. Among them the constant mean model is the most straightforward. In this method, the average value within the estimation window is used as estimation in the event window. Although the constant mean method is perhaps the simplest model, sometimes it may yield similar performance or even outperform the more complicated methodologies (Brown and Warner, 1980, 1985). While the constant mean model may work well for some cases, the feasibility is reduced sharply when the examined subject is closely related to additional factors. Thus the market model such as equation (1) is proposed to include the effect of the overall market.

$$
\begin{equation*}
R_{i t}=\alpha_{i}+\beta_{i} \times R_{M t}+u_{i t} \tag{1}
\end{equation*}
$$

where $R_{i t}$ and $R_{M t}$ denote the stock return for firmi and the market return on day t . The market model relates the return of any given security to the return of the market portfolio (Mackinlay, 1997). The market model represents a potential improvement over the constant mean model since the model includes the influence of the overall market on the firm's stock. However, this is not always true. Brown and Warner (1980) present evidence that more complicated methodologies can actually make research worse off compared to simpler methods like mean adjusted return.
A number of other statistical models have been proposed to address additional factors that may influence the measure of the normal return. The use of the Capital Asset Pricing Model (CAPM) (proposed by Sharpe, 1964 and Lintner, 1965) or the Black Asset Price Model (Black, 1972) in event studies is normally referred to as the market and risk adjusted return model (Brown and Warner, 1980). With the added term of risk-free return, the modified model includes the effect of risk into the basic market model. However, Fama and French (1996) questioned the validity of the imposed condition on the market model. Other models have been proposed motivated by the Arbitrage Pricing theory (APT) (proposed by Ross in 1976). However, the gains from these models versus the market model are not conclusive (Brown and Weinstein 1985). Furthermore, multifactor models have been introduced to increase the explanatory power of the model, such as the three-factor model developed by Fama and French (1993) and the four factor model developed by Carhart (1997). In addition, some researchers have proposed to use a portfolio instead of the overall market as an alternative to the market model (e.g., Barber and Lyon, 1997; Fama, 1998; Eckbo, et al., 2000; or Mitchell and Stafford, 2000). The method may produce higher power of test statistics than the overall market highly depending on the selection of firms with similar characteristics.

There are two essential assumptions in the event study. First, the event is known to the public only upon the event date. If the event is revealed or well expected before the announcement of the event, then the event study may not fully detect the impact of the event (Glascock, et al., 1987). For example, using the event study to examine the effect of a Fed interest rate hike on the market, one will not find accurate results about the effect because the market may have already expected its occurrence before the Fed's decision based on the economic trend and job market data etc. Thus, the market may change the expectation of the interest rate hike when the job report is announced. This is exactly what happened when healthy hiring data was announced on March 6, 2015. The S\&P 500 index dropped $1.42 \%$ that day following the news release. However, the announcement of an interest rate hike may still impact the market
because there is a difference between the expectation and the outcome. The event study of the Fed interest rate hike announcement may suggest the impact of the announcement on the market instead of the impact of the interest rate hike. Perhaps we could interpret the results as the difference between the market expectation and the impact of the hike in interest rate.

Secondly, the outcome in the event window under the presumption of no-event occurrence is predictable by its behavior in the estimation window. This is a very crucial assumption in the event study. For example, if the outcome is totally random and does not depend on its past behavior, then there is no scientific way to predict the expected value in the event window. In the case of the market model, we further assume that the stock is synchronous with the market. The market model is time independent because its coefficients are not dependent on time. The market model infers that the time dependence of the stock return is assumed to be the same as that of the overall market.
In reality, however, this assumption sometimes does not hold since traders make decisions asynchronously (Boer et al., 2006). Although the market model works well when the stock returns are synchronous with the overall market, the same model may not give satisfactory results when the stock returns are not well correlated with overall market returns.
In addition to the two assumptions discussed above, the event study also requires the following conditions to be satisfied: First, no significant events other than the investigated event exist in the event window. We need to avoid other events that may trigger stock changes, especially the event that cannot be captured by the overall market. If other events are included in the event window, the difference in the observed and the estimated return may include the influences of both investigated and unwanted events. This requirement is also extended to the estimation window. If other events are included in the estimation window, the effect of unwanted events will be imposed into the event window. However, it is sometimes unrealistic to eliminate other events in the estimation window because of its long time period. Since the long-horizon of the estimation window may decrease the influences of the unwanted events, the extension into the estimation window may be treated as an optimization instead of a requirement.
The Second requirement is that the length of the estimation window should be much longer than the length of the event window. Mathematically, the procedure of extending the model developed inside the estimation window into the event window is called extrapolation. The quality of extrapolation is largely determined by the function form (i.e., the model) and the extrapolation range. The extrapolation range could be a major concern in the event study. First, a large event window may increase the possibility of inclusion of other unwanted events. More importantly, extrapolation as a mathematical numeric technique may go "berserk" if the extrapolation range is too large (Press et al., 4th edition, p101). Previous research has already pointed out the ineffectiveness and limitation of using long-horizon event windows (i.e., Brown and Warner, 1985; Kothari and Warner, 1997; Lyon et al., 1999; Bessembinder et al., 2009). Thus, we suggest limiting the use of the event study in long-horizon event window and minimizing the interval between the estimation window and the event window as well. Furthermore, there may be some nuances of corporate governances may trigger major differences in outcomes (i.e., Core and Guay, 1999; Giroud and Mueller, 2011; Li, 2014).
The assumptions and requirements suggest that the event study has its limitations in some cases. As illustrated in the Chaos Theory, a small perturbation in the initial condition (i.e., a seemingly unrelated event) may trigger a large outcome change in a later state (i.e., a change in stock return) known "the butterfly effect." It infers that sometimes it is impossible to exclude the impact of the unwanted events.

## 3. Results

### 3.1 Evaluation of the Market Model

As we have discussed in the above, the market model works well when the firm's stock return is highly synchronized with the overall market return. However, the performance of a security is also related to many other factors such as industry trends, the firm's accounting performance etc. Thus it is not unusual to see some securities perform very differently from the overall market. In this case the market model may not work very well and the regression model may only explain a small portion of $R_{i t}$ and leave the remaining unexplained part to the stochastic error $u_{i t}$.
As we know, the efficiency of the model is determined by its explanatory power. The coefficient of determination r2 is an indicator of the model efficiency and we apply r 2 of the market model in the estimation window to examine its efficiency. The indicator r2 may tell us how efficient the model is when we use it to predict the later returns in the event window, which is the second step and not necessary to include as of now. Here we use the market model to regress the daily stock return of the Apple Inc. (AAPL), General Electric (GE) and Wal-Mart Stores Inc. (WMT) in the estimation window of the year 2010. The securities are chosen based on their popularity while the time window is
picked rather randomly. We use S\&P 500 as the market measure since all three companies are components of S\&P 500. Table 1 presents the results based on the basic market model as shown in equation (1). The results illustrate that although all three stocks are significantly associated with S\&P 500 as expected, the coefficients of determination r2 are quite different. For example, the model is able to explain $68 \%$ of GE's returns, but the same model can only explain $25 \%$ of WMT's returns in the same year. It suggests that in 2010 GE's return is more synchronized with the market return, while WMT's return behaves very differently from S\&P 500 returns.

Table 1. Results of Market Model on Stocks of AAPL, GE and WMT in 2010

|  | $A A P L$ | $G E$ | $W M T$ |
| :---: | :---: | :---: | :---: |
| N (days of estimation window) | 252 | 252 | 252 |
| Mean | 0.1832 | 0.101 | 0.0164 |
| constant | $0.126^{*}$ | 0.0332 | -0.0046 |
|  | $(1.68)$ | $(0.54)$ | $(-0.1)$ |
| RM (Market Return) | $1.053^{* * *}$ | $1.251^{* * *}$ | $0.388^{* * *}$ |
|  | $(15.94)$ | $(22.97)$ | $(9.16)$ |
| r2 (Fitness) | 0.504 | 0.679 | 0.251 |

### 3.2 Time-related Market Model

The results shown in Table 1 illustrate the limitation of the market model. Although it is a useful macro model in the event study, the model does not show the firm-level dependence. In a large sample that is composed of many firm stocks, it is almost impossible to synchronize all firms to the overall market or a specified portfolio. That's why sometimes it is not much better than the constant mean model. Here we propose an improvement of the market model by incorporating the different firm-level behavior in the model.
The market model is a time independent model with constant coefficients $\alpha_{i}$ and $\beta_{i}$ except the market return $R_{M t}$, which is time dependent. The model works well only when the individual stocks are synchronous with the overall market. The influence of the asynchronous trading effect on the individual stocks is also discussed by MacKinlay (1997). Here we increase the explanatory power of the market model by adding a time-dependent term to address the different firm-level time-related effects.

Inspired by Taylor's Theorem, here we use a polynomial, the extra time-dependent term. The Theorem states that any well-behaved smooth function can be accurately described by a polynomial provided that the spacing is small. Polynomials are the simplest functions that have the flexibility to represent general nonlinear relationships. It is well perceived that the curve of the stock return may have sharp peaks and valleys within a short time period (i.e., several time steps). Because stock returns are more volatile than stock prices, it is very difficult to find appropriate smooth function forms to capture the behavior of stock returns. So instead we use stock price in the regression model. It is possibly true that $\operatorname{Ln} P_{i t}$ and $\operatorname{Ln} M P_{t}$ are not stationary. But from a mathematical point of view, the stock return is the first derivative of stock price. If the stock price is not stationary, then there is no mathematical proof that the stock return will be stationary. We do not think the use of stock price, instead of stock return, may exacerbate the non-stationary properties compared with the basic market model.
However, the simple form of the polynomial has one disadvantage: all the terms in the polynomial are highly correlated. If we treat the polynomial regression as a multiple regression model, multicollinearity among the variables will severely limit the accuracy of the model. The model may become ill-conditioned and any small variations in the input, including the rounding error, will be magnified and cause large changes in the results. So we use the orthogonal polynomials to ensure the terms are orthogonal to each other. Here is the proposed time-related market model:

$$
\begin{equation*}
\ln P_{i t}=\alpha_{i}+\beta_{i} \times \ln P_{M t}+\sum_{k=1}^{n} \gamma_{i k} \times T_{k}(t)+\epsilon_{i t} \tag{2}
\end{equation*}
$$

With the Chebyshev polynomials (Arfken and Weber, 1995, p786), we have

$$
\begin{align*}
& T_{0}(t)=1 \\
& T_{1}(t)=t \\
& T_{2}(t)=2 t^{2}-1  \tag{3}\\
& \vdots \\
& T_{k}(t)=2 t T_{k-1}(t)-T_{k-2}(t)
\end{align*}
$$

where $P_{i t}$ is the stock closing price of firm i at day t and $P_{M t}$ is the market closing price at day t . n is the highest order of the polynomial. With the use of the Chebyshev polynomials, we satisfy the orthogonality condition. The condition guarantees that all orthogonal polynomial terms are not correlated to each other. All price variables are regressed using their natural logarithm forms due to elasticity. Variable t ranges from 0 to 1 in the estimation window so that two ends of the estimation window have analytic expressions and do not depend on the number of trading days in the estimation window. Thus the number of trading days will determine the step size of the estimation window. For example, if we have 250 trading days in the estimation window, then the step size is 0.004 . The accuracy of the model increases with the order of the polynomial n. However there is a trade-off with the use of high-order polynomials: the extrapolation range may decrease with the larger n for a specified accuracy of extrapolation.
It is worthwhile to compare the error term of model (2) with that of model (1). We simplify the dependent variable $\ln P_{t}$ into two components: the explained term $\ln E P_{t}$ and the error term $\delta_{t} \ln P_{t}$ :

$$
\begin{equation*}
\ln P_{t}=\ln E P_{t}+\delta_{t} \ln P_{t} \tag{4}
\end{equation*}
$$

where $E P_{t}$ denotes the part of the stock price that may be explained by the modified model and $\delta_{t}=\frac{\epsilon_{t}}{\ln P_{t}}$ is the percentage of the error term in the stock price. Use the exponential function on both sides of equation (4), we have

$$
\begin{equation*}
P_{t}=E P_{t}^{1 /\left(1-\delta_{t}\right)} \tag{5}
\end{equation*}
$$

and the return on the stock can be calculated as follows:

$$
\begin{align*}
R_{t} & =\frac{P_{t}-P_{t-1}}{P_{t-1}} \\
& =\frac{E P_{t}^{1 /\left(1-\delta_{t}\right)}-E P_{i-1}^{1 /\left(1-\delta_{t-1}\right)}}{P_{t-1}} \tag{6}
\end{align*}
$$

We may expand $E P_{t}{ }^{1 /\left(1-\delta_{t}\right)}$ and $E P_{i-1}{ }^{1 /\left(1-\delta_{t-1}\right)}$ in Taylor Series, then

$$
\begin{align*}
R_{t} & =\frac{E P_{t}+\delta_{t}+O\left(\delta_{t}^{2}\right)-\left[E P_{t-1}+\delta_{t-1}+O\left(\delta_{t-1}^{2}\right)\right]}{P_{t-1}} \\
& =\frac{E P_{t}-E P_{t-1}}{P_{t-1}}+\frac{\left(\delta_{t}-\delta_{t-1}\right)+\left[O\left(\delta_{t}^{2}\right)-O\left(\delta_{t-1}^{2}\right)\right]}{P_{t-1}} \tag{7}
\end{align*}
$$

where Os indicate error terms in the order of $\delta_{t}^{2}$. Since the ratio of the error term to the stock price $\delta_{t}$ is much smaller than 1, O terms can be neglected and thus the explained return (part of the return that can be explained by the model) $E R_{t}=\frac{E P_{t}-E P_{t-1}}{E P_{t-1}}$ approximately equals to $\frac{E P_{t}-E P_{t-1}}{P_{t-1}}$. Then we have

$$
\begin{equation*}
R_{t}=E R_{t}+\Delta R_{t}=\frac{E P_{t}-E P_{t-1}}{P_{t-1}}+\frac{\delta_{t}-\delta_{t-1}}{P_{t}-P_{t-1}} R_{t} \tag{8}
\end{equation*}
$$

The term $\frac{\delta_{t}-\delta_{t-1}}{P_{t}-P_{t-1}} R_{t}$ approximately corresponds to the error term that cannot be explained by the model. Thus the use of stock price, instead of stock return, in the market model may produce an error $\frac{\delta_{t}-\delta_{t-1}}{P_{t}-P_{t-1}} R_{t}$. Obviously, the $\Delta$ will be very small as long as $\delta_{t}$ is not highly dependent on time. In the appendix we also show the transformation of the market model with the stock price as the variable to the market model with the stock return as the variable. It turns out that the market model with the stock price as the variable and without the polynomial term ( $\mathrm{n}=0$ ) may transform to a market model with the stock return as the variable.
Now we use the same example used in Table 1 to show the benefit of the modified market model as in Equation (2). Table 2 reports the regression results for the example when the polynomial order $n$ takes value of 0,3 , and 5 . The case of $n=0$ corresponds to the model without the Chebyshev polynomial term, which is the market model with the stock price as the variables. It can be used as the reference to show the explanatory power of the time-related terms.

In Table 2, we find that the inclusion of the time-dependent polynomials offers an improved r 2 for all three stocks compared to the basic market model (in Table 1) and the $\mathrm{n}=0$ case (in Table 2). The inclusion of the time-dependent polynomial significantly increases the explanatory power of the model especially when the market model fails to give a reasonable explanatory power. The modified time-dependent market model takes into account both the macro market-related factor and the time dependence of the individual firm. As showing in Table 2, while a polynomial of order 3 is normally enough for the regression model, a polynomial of order 5 may give meaningfully better results in some cases. On the other hand we do not recommend polynomials of much higher order because it may dramatically
decrease the extrapolation range of the event window as we discussed earlier.
If we compare the results from Table 1 and Table 2, we find that r 2 of the market model on the three stocks are 0.5 , 0.7 , and 0.25 , respectively. In Table 2 , r 2 under our proposed model when $\mathrm{n}=0$ (without the Chebyshev polynomial term) are $0.3,0.6$, and 0.7 . It is clear that improvement of r 2 mainly happens when we increase the polynomial order since it offers more accurate prediction in the event window. Also, r2 is a universal measure of model's explanatory power and may indicate how fit the models are. Since it is actually a ratio of the explained variation to the total variation, r 2 can be used to compare two models with different variables such as compare model (1) and (2) as in our paper.
Table 2. Proposed Time-Varied Market Model Results on Three Stocks AAPL, GE and WMT in 2010

|  | $\boldsymbol{A} \boldsymbol{A P L}$ |  |  |  |  | $\boldsymbol{G E}$ |  | $\boldsymbol{W} \boldsymbol{M T}$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\boldsymbol{n}=\mathbf{0}$ | $\boldsymbol{n}=\mathbf{3}$ | $\boldsymbol{n}=\mathbf{5}$ | $\boldsymbol{n}=\mathbf{0}$ | $\boldsymbol{n}=\mathbf{3}$ | $\boldsymbol{n}=\mathbf{5}$ | $\boldsymbol{n}=\mathbf{0}$ | $\boldsymbol{n}=\mathbf{3}$ | $\boldsymbol{n}=\mathbf{5}$ |  |
| Constant | $-8.67^{* * *}$ | $-4.5^{* * *}$ | $25.9^{* * *}$ | $-5.5^{* * *}$ | $-8.88^{* * *}$ | $-22^{* * *}$ | -0.12 | -0.315 | $-4.2^{* * *}$ |  |
|  | $(-8.09)$ | $(-10.1)$ | $(12.84)$ | $(-13.8)$ | $(-26)$ | $(-10.6)$ | $(-0.7)$ | $(-1.52)$ | $(-4.52)$ |  |
| $\mathrm{P}_{\mathrm{M}}$ | $1.74^{* * *}$ | $1.09^{* * *}$ | $0.88^{* * *}$ | $1.15^{* * *}$ | $1.55^{* * *}$ | $1.74^{* * *}$ | $0.57^{* * *}$ | $0.63^{* * *}$ | $0.53^{* * *}$ |  |
|  | $(11.39)$ | $(16)$ | $(15.9)$ | $(20.4)$ | $(30)$ | $(30.5)$ | $(23.6)$ | $(20)$ | $(20.7)$ |  |
| $\mathrm{r}^{2}$ | 0.342 | 0.943 | 0.974 | 0.625 | 0.864 | 0.885 | 0.69 | 0.77 | 0.893 |  |
| N |  | 252 |  |  | 252 |  |  | 252 |  |  |
| Mean |  | 3.545 |  |  | 2.639 |  |  | 3.858 |  |  |

Description: polynomial order $n$ takes value of 0,3 , and $5, \mathrm{n}=0$ corresponds to the model without the chebyshev polynomial term. N indicates the days of estimation window.

## 4. An Empirical Example

In this section we conduct an empirical examination to illustrate the application of our proposed market model. We collect layoff announcements for the Fortune 500 companies from 1997 to 2006 . The objective of the study is to investigate how the layoff announcements impact the stocks. There are altogether 656 layoff announcements after we filter only the first layoff announcement for each fiscal year. Both daily adjusted closing price and return are collected from CRSP. Return is the daily change in the total value (denoted by Ret in CRSP) and price is the daily close adjusted for distributions (denoted by Adjprc in CRSP). The event window is ( $-5,5$ ), which has 11 trading days with the layoff announcement at trading day 0 (If the announcement is reported at the weekends or holidays, the next trading day will be counted as day 0 ). The estimation window includes 250 trading days, which is from trading day -256 to -6 . The step size is 0.004 , except some stocks don't have complete data in the beginning of estimation window. In such a case the step size would be $1 / \mathrm{N}$, where N is the number of available data in the estimation window. Since our proposed model uses the stock prices instead of the stock returns as the variables, existing software such as Eventus cannot be directly applied and we use Stata for the study instead. For each layoff event all data in the estimation window is regressed in both equation (1) and (2). Figure 1 shows the calculated coefficients of determination $r 2$ of both the basic market model as in Equation (1) and the time-related market model as in Equation (2) for all 656 layoff announcements. Every blue dot represents the r 2 regression result of the time-varied market model and every red dot represents the r 2 result of the basic market model. The average r 2 of the basic market model is 0.22 and the average r 2 of the time-related market model is 0.83 . The large increase of r 2 clearly indicates the improvement of the modified model.

Next, we predict the stock prices in the event window for all layoff events and calculate the abnormal returns in the event window. Previous literature examines whether the abnormal returns are different from zero. We suggest a slightly different approach. Here we also calculate the errors in the estimation window and check if the abnormal returns are statistically different from the errors in the estimation window. One reason to use this approach is the length limitation of the event window. As we discussed the extrapolation technique restricts the length of the event window. If the extrapolation range extends beyond appropriate, the accuracy may decrease sharply. With only a few data available in the event window $(-5,5)$, it would be difficult to apply appropriate statistic tools, especially when the data are not normally distributed. Also, although zero mean value of error terms is a good approximation in the estimation window, the assumption may not be accurate in the event window due to extrapolation. Thus we calculate the errors in the estimation window and compare them with the abnormal returns in the event window. The Shapiro-Wilk test is applied to assess the normality of the abnormal returns. The results show that there are only 55
events that are statistically close to the normal distribution and the average z value of all events is 4.6. It suggests that most events are not normally distributed. So we use two-sample t-test on the 55 events with approximate normal distributions and Wilcoxon rank-sum nonparametric test on the other 601 events.


Figure 1. Coefficient of determination r 2 of the time-related market model vs. the basic market model


Figure 2. Calculated t or z values of all layoff events using the modified market model

Figure 2 shows the resultant t or z value for all events. There are 122 (or 114) events with abnormal returns significantly higher (or lower) than the errors in the estimation window with a $95 \%$ confidence level. We further calculate the cumulative abnormal returns (CAR) for all events by summarizing the abnormal returns over all trading days in the event window. The average CAR for all events is -0.15 , and the standard deviation is 3.9. The average CAR is not statistically different from zero and thus suggests there is no significant effect of the layoff announcement on the stock price in our interested time window ranged ( $-5,5$ ). In empirical application, our focus is not to examine the effect of layoff announcements but to empirically apply the proposed modified market model for event study. As such, we do not try to interpret and explain the results on the effect of layoff announcements.

## 5. Conclusion

In summarization, we analyze two essential assumptions in the event study: the investigated event impacts the stock mostly inside the event window and the stock behavior in the event window without the event taking place is predictable by its behavior in the estimation window. More importantly, we propose a modified market model as an improvement to the basic market model. The new model takes into account both the macro market performance and the micro individual stock behavior. We use a Chebyshev polynomial term to capture the asynchronous behavior of an individual stock from the overall market. The proposed model is very successful at increasing the model's explanatory power in terms of the coefficient of determination r 2 . We also conduct an empirical examination on both the modified market model and the original market model. We collect 656 layoff events in Fortune 500 companies from 1997 to 2006. Figure 1 shows the significant improvement of the new model using the model's r2 as the measure. The average $r 2$ of the original market model is 0.22 and the average $r 2$ of the modified market model is 0.83 . The empirical example demonstrates that the proposed model may improve the explanatory power of the model to a large extent and can be applied to all event studies. In this study we do not intent to address the non-stationary property in event study. Further studies of time series analysis to evaluate the non-stationary properties would appear to offer interesting insight into the methodology of event study.
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## Appendix

The transformation of the market model with the stock price as the variable to the market model with the stock return as the variable as follows:

$$
\begin{align*}
\ln P_{i t} & =\alpha_{i}+\beta_{i} \times \ln P_{M t}+\epsilon_{i t} \\
\ln P_{i(t-1)} & =\alpha_{i}+\beta_{i} \times \ln P_{M(t-1)}+\epsilon_{i(t-1)} \tag{A.1}
\end{align*}
$$

Subtract the two equations and we get

$$
\begin{equation*}
\ln \frac{P_{i t}}{P_{i(t-1)}}=\beta_{i} \times \ln \frac{P_{M t}}{P_{M(t-1)}}+\epsilon_{i t}-\epsilon_{i(t-1)} \tag{A.2}
\end{equation*}
$$

Use the exponential function on both sides, we obtain

$$
\begin{equation*}
\frac{P_{i t}-P_{i(t-1)}}{P_{i(t-1)}}+1=e^{\epsilon_{i t}-\epsilon_{i(t-1)}} \times\left(\frac{P_{M t}-P_{M(t-1)}}{P_{M(t-1)}}+1\right)^{\beta_{i}} \tag{A.3}
\end{equation*}
$$

Replaced price with return, we have

$$
\begin{equation*}
R_{i t}=e^{\epsilon_{i t}-\epsilon_{i(t-1)}} \times\left(R_{M t}+1\right)^{\beta_{i}}-1 \tag{A.4}
\end{equation*}
$$

Since in most cases daily market return $M R_{t} \ll 1$

$$
\begin{equation*}
R_{i t}=\beta_{i} \times e^{\epsilon_{i t}-\epsilon_{i(t-1)}} \times R_{M t}+e^{\epsilon_{i t}-\epsilon_{i(t-1)}}-1 \tag{A.5}
\end{equation*}
$$

Thus, the market model using the stock price as the variable may be transformed to the market model using the stock return as the variable.

