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Abstract 
DNA microarray data always contains missing values. As subsequent analysis such as biclustering can only be applied on 
complete data, these missing values have to be imputed before any biclusters can be detected. Existing imputation methods 
exploit coherence among expression values in the microarray data. In view that biclustering attempts to find correlated 
expression values within the data, we propose to combine the missing value imputation and biclustering into a single 
framework in which the two processes are performed iteratively. In this way, the missing value imputation can improve 
bicluster analysis and the coherence in detected biclusters can be exploited for better missing value estimation. 
Experiments have been conducted on artificial datasets and real datasets to verify the effectiveness of the proposed 
algorithm in reducing estimation errors of missing values. 
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1 Introduction 
The gene expression data shows the expression values of ten thousands of genes under hundreds of experimental 
conditions [1]. The data is useful for various applications such as cellular processes analysis, gene functions prediction and 
diseases diagnoses [2, 3]. However, some values in the gene expression data are missing due to image corruption, dust or 
scratches on the slides or experimental errors. As many subsequent analysis tools work on complete datasets only, 
recovery of missing values is necessary. A straightforward approach is to repeat the experiment; but this might not be 
feasible because of economic reasons or sometimes limitations of samples. Thus, computational-based missing values 
imputation becomes necessary and crucial. 

Early approaches in missing value imputation are simply to replace the missing values with zeros or row averages. Later, 
methods that explore coherence inside the gene expression data were developed.  There are mainly two ways to explore the 
coherence information, namely the global and the local approaches [4]. The global approaches assume a global covariance 
structure in all genes [5-10] while the local approaches exploit local correlations existing in subsets of genes for estim- 
ation [11, 12]. Hybrid approaches that combine local and global information have also been proposed [13]. Besides, external 
information such as gene ontology [14], external datasets [15] or histone acetylation information [16] can be exploited for 
missing value imputation. 
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Recently, a multi-stage approach to clustering and missing value imputation was proposed [17]. The rationale behind is that 
both clustering and missing value imputation explore coherence inside the gene expression data. The combination of 
missing value imputation and clustering was found to improve the accuracy of missing values imputation [18]. In reality, 
related genes often co-express under certain conditions only [19]. Biclustering that groups genes and conditions 
simultaneously should be performed to characterize coherence inside the gene expression data. Hence, biclustering, 
instead of clustering, should be combined with missing value imputation. In this article, we present a framework that 
combines biclustering and missing value imputation. A model-based imputation is developed for missing value imputation 
inside biclusters. In this way, coherence found inside biclusters can be used to improve missing value imputation. As a 
result, accuracy of missing value imputation and quality of identified biclusters can both be enhanced by the proposed 
framework. 

This paper is organized as follows. In Section 2, reviews on biclustering techniques and missing value imputation method 
are given. Section 3 presents the proposed framework which incorporates biclustering in missing value imputation. 
Section 4 shows and discusses experimental results of the proposed algorithm on artificial datasets and real datasets. 
Finally, we draw a conclusion in Section 5. 

2 Background 
There are two main components of our proposed iterative algorithm, namely biclustering and missing value imputation. In 
the imputation process, an existing imputation method known as LLSimpute is employed to estimate some of the missing 
values. In this section, biclustering and LLSimpute are reviewed so as to provide background knowledge of our algorithm. 

2.1 Biclustering 
Data from microarray experiments is frequently given as a large matrix showing expression levels of genes (rows) under 
different experimental conditions (columns) [1, 3]. Biclustering tries to identify homogeneous patterns known as biclusters 
in the gene expression data.  Biclusters consist of a subset of rows that show related expression patterns across a subset of 

columns [19]. One useful bicluster model is the additive model [20-25]. Denote ܾ as an expression value in a bicluster at 

position (i, j), the additive model can be described as, 

 ܾ ൌ ߤ  ߙ  ߚ         (1)ߝ

where ߤ is a constant, ߙ is a row dependent factor, ߚ is a column dependent factor and ߝ is the error term. As the 

identification of all biclusters is a NP-hard problem [19, 26], an efficient biclustering algorithm called “BiVisu” that has 
polynomial-time complexity [22] is adopted in our proposed algorithm to reduce the computational time. It is freely 
available from [27]. 

2.2 LLSimpute  
The local least squares imputation (LLSimpute) [12] is a popular local estimation method that makes use of correlation 
among similar genes. For each target gene which contains at least one missing value, k most similar genes are first selected 
from the gene expression data based on Pearson correlation or Euclidean distance. Then the target gene is regressed on 
these k similar genes at the conditions which do not have missing values in the target gene. This process is similar to that 
used in KNNimpute [9]. However, unlike KNNimpute which computes the regression coefficients as the gene similarity, 
LLSimpute adopts least square approach and finds the coefficients using pseudo-inverse. The computed regression 
coefficients are substituted into the regression model to estimate the missing values in the target gene from the values of 
the similar genes at corresponding conditions.  In the work of Kim et al. [12], an automatic selection method is proposed to 
determine the parameter k. In particular, some non-missing values are artificially set to be missing values. Estimation 
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errors on the artificial missing values are evaluated at several different values of k. The selected value is the one that gives 
the lowest estimation error.  

3 Use of biclustering in missing value imputation 
Traditionally, missing entries are imputed prior to and independent of biclusters detection. As missing values imputation 
and biclustering influence each other, we propose to have a joint approach of missing value imputation and biclusters 
detection. There are two parts in our joint framework. In the first part, missing values are estimated using an existing 
imputation method, LLSimpute. Then biclusters are detected using the BiVisu software. In the second part, coherence 
inside the detected biclusters is used to impute the missing values that fall inside the detected biclusters.  In this section, a 
least square framework for estimating missing values inside a bicluster is first discussed. Then, the proposed iterative 
framework for biclusters detection and missing values imputation is presented. 

3.1 Estimation of bicluster model parameters 
Eq. (1) shows the additive bicluster model. An approach for the model parameters estimation is to formulate it as a 
constrained optimization problem as 

∑ ∑ ൫ܾ െ ߤ െ ߙ െ ൯ଶߚ 	subject to ∑ ߙ ൌ 0  and ∑ ߚ ൌ 0     (2) 

The sums of {ߙ} and {ߚ} are set to zero to ensure a unique additive-related bicluster.  Equivalently, the problem can be 

reformulated using a linear regression model, i.e.,  ܾ ൌ ଵଵߙ  ଶଶߙ  ⋯ ଵݍଵߚߙ  ଶݍଶߚ  ⋯ ݍߚ  μ     (3)ߝ

where m and n are the number of rows and columns in the bicluster, {ᇱ} and {ݍᇱ} are indicator variables such that 

ᇱ  ൌ ൜1, ݅ ൌ ݅′0, ݅ ് ݅′ and ݍᇱ ൌ ൜1, ݆ ൌ ݆′0, ݆ ് ݆′     (4) 

The advantage of considering the regression model in eq. (4) instead of eq. (2) is that methods developed for linear models 
such as ANOVA [28] can be used.  The two constraints in eq. (2) lead to  

ߙ  ൌ െ∑ ିଵୀଵߙ  and ߚ ൌ െ∑ ିଵୀଵߚ     (5) 

Using eq. (5), eq. (3) can be rewritten as, 

  ܾ ൌ ଵݔଵߙ  ଶݔଶߙ  ⋯ ିଵݔିଵߙ  ଵݕଵߚ  ଶݕଶߚ  ⋯ ିଵݕିଵߚ  μ  ε (6) 

where ݔᇱ ൌ ᇱ െ ᇱݕ , ݅′= 1, 2, …, m-1 and ൌ ᇱݍ െ ݍ , ݆′= 1, 2, …, n-1.  Eq. (6) can be rewritten in a matrix form as, 

܊  ൌ ܟۯ ઽ            (7) 

where b is a mn×1 vector obtained by concatenating columns of the bicluster one by one, ܟ ൌ ሺαଵ,⋯ , αିଵ, βଵ,⋯ , βିଵ, μሻ is a (m+n–1)×1 vector of the model parameters, A is a mn×(m+n-1) data matrix of 

variables {ݔᇱ} and {ݕᇱ}, and ε is a mn×1 vector of noise terms . The least square solution of eq. (7) is given by, 

ෝܟ  ൌ ሺۯۯሻିଵۯ(8)     ܊ 
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By using eq. (8), bicluster model parameters can be obtained for all the detected biclusters. 

3.2 Outlier elimination 
Section 3.1 presents least square estimation of an additive bicluster model using all data in the bicluster. In practice, 
outliers may appear in the bicluster and reduce estimation accuracy. Thus, covariance ratio statistics [28] is adopted to 

eliminate the outliers. The covariance ratio of a datum at position ݐ ൌ ሺ݅, ݆ሻ is defined as, 

௧ܴܸܥ  ൌ หሺۯ௧ۯ௧ሻିଵߪො௧ଶห |ሺۯۯሻିଵߪොଶ|⁄     (9) 

where ߪොଶ is the estimated variance calculated from all data, ߪො௧ଶand ۯ௧ are the estimated variance and variable matrix 

excluding the datum at t. If ܴܸܥ௧ ൏ 1 െ 3݇∗ ܰ⁄ , where ݇∗ ൌ ݉  ݊ െ 1 is the number of free parameters and N = mn is 
the total number of data, the removal of the datum at t can reduce the variance significantly [28]. Thus, the datum at t is 

omitted in bicluster model estimation. After removing these outlier data, two matrices: a (mn-r)×1 vector ܊ሚ  and a 

(mn-r)×(m+n-1) matrix ۯ෩, where r is the number of the removed data, are formed. The least square estimation in eq. (8) is 

performed through replacing b by ܊ሚ  and A by ۯ෩. In order to avoid performing an inverse of a singular or nearly singular 

matrix, the determinant of ۯ෩ۯ෩	is	calculated. If the determinant is less than a small positive value, the estimation is not 
performed for that particular bicluster. 

It was found that the least square estimation with at most one data removed (ݎ  1) and the covariance ratio can be 
expressed in a non-matrix form. In this way, computational complexity can be reduced. The derivation of non-matrix form 
solutions are provided in next section. However, eq. (8) is still important in calculating the estimates after outlier 
elimination because the number of outliers can be larger than 1. 

3.3 Least Square Solutions in a Non-matrix Form 
An alternative way to solve the constraint optimization problem (2) is to use the method of Lagrange multipliers. Let ܫ ൌ ሼ1, 2, … ,݉ሽ and ܬ ൌ ሼ1, 2, … , ݊ሽ be the sets of row and column indices of the bicluster respectively. Furthermore, 

denote the set of positions in the bicluster as ܦ ൌ ܫ ൈ  In the method of Lagrange multipliers, the constraint optimization .ܬ
problem is equivalent to minimize the following Lagrange function, 

 Λሺܟ, λଵ, λଶሻ ൌ ∑ ൫ܾ െ μ െ α െ β൯ଶሺ,ሻ∈  λଵ ∑ α∈ூ  λଶ ∑ β∈     (10) 

where ܟ ൌ ሺαଵ,⋯ , α, βଵ,⋯ , β, μሻ is a vector of parameters. By setting the partial derivatives of Λሺܟ, λଵ, λଶሻ to zeros, 
we obtain the following set of linear equations 

۔ۖەۖ 
பஃபۓ ൌ 0, ݅ ൌ 1, 2, … ,݉பஃபஒೕ ൌ 0, ݆ ൌ 1, 2, … , ݊பஃபೠ ൌ ݑ												,0 ൌ 1, 2      (11) 

By solving the above set of linear equations, the model parameters can be estimated as 

۔ۖەۖ	 
ۓ μො ൌ ଵ αෝݏ ൌ ଵ ݎ െ μො, ݅ ൌ 1, 2, … ,݉β ൌ ଵ ܿ െ μො, ݆ ൌ 1, 2, … , ݊     (12) 

where ݏ ൌ ∑ ܾሺ,ሻ∈ ݎ , ൌ ∑ ܾ∈  and ܿ ൌ ∑ ܾ∈ூ . The variance of the model can be estimated as 



www.sciedu.ca/air                                                                                                         Artificial Intelligence Research, 2013, Vol. 2, No. 2 

                                        ISSN 1927-6974   E-ISSN 1927-6982 100

 σෝଶ ൌ ଵିିାଵ∑ ൫ܾ െ ܾ൯ଶሺ,ሻ∈     (13) 

where ܾ ൌ μො  αෝ  β. Compared with eq.(8), eq. (12) provides solution in a non-matrix form. From eq. (12), it is 

obvious that the least square solution always exists. The use of eq. (12) instead of eq. (8) can avoid matrix inversion which 

can be computationally expensive and instable. 

In the outlier elimination, the parameter estimation is performed with one of the data removed. Let ݐ ൌ ሺ݅, ݆ሻ be the 

position of the removed datum. Define ܫ′ ൌ ′ܬ ,ሼ݅ሽ\ܫ ൌ ′ܦ  ሼ݆ሽ and\ܬ ൌ  ሽ. The corresponding Lagrange function isݐሼ\ܦ

given by 

 	Λ′ሺܟ, λଵ, λଶሻ ൌ ∑ ൫ܾ െ μ െ α െ β൯ଶሺ,ሻ∈ᇱ  λଵ ∑ α∈ூ  λଶ ∑ β∈    (14) 

Following the previous approach, solutions in a non-matrix form can be proved to be 

 

ەۖۖ
۔ۖ
μොᇱۓۖ ൌ ଵሺିଵሻሺିଵሻ ቀିି ᇱݏ  ଵ ′బݎ  ଵ ܿబ′ቁαෝᇱ ൌ ቐ ଵ ′ݎ െ μොᇱ, ݅ ∈ ᇱሺ݉ܫ െ 1ሻμොᇱ  ଵ ሺݎ′ െ ,ᇱሻݏ ݅ ൌ ݅β′ ൌ ൝ ଵ ܿ′ െ μොᇱ, ݆ ∈ ᇱሺ݊ܬ െ 1ሻሺμොᇱ  αෝబ′ሻ െ ,′బݎ ݆ ൌ ݆

    (15) 

where ݏ′ ൌ ∑ ܾሺ,ሻ∈ᇱ ′ݎ , ൌ ቊ ∑ ܾ∈ , ݅ ∈ ∑ᇱܫ ܾ∈ᇱ , ݅ ൌ ݅ and ܿ ′ ൌ ቊ ∑ ܾ∈ூ , ݆ ∈ ∑ᇱܬ ܾ∈ூᇱ , ݆ ൌ ݆. The variance estimate can be obtained as 

 σෝ′ଶ ൌ ଵିି∑ ൫ܾ െ ܾ′൯ଶሺ,ሻ∈ᇱ      (16) 

where ܾ′ ൌ μො′  αෝ′  β′. Eq.(15) implies that the least square solutions always exist even one of the data is ignored 

provided that ݉  1 and ݊  1.  

In addition to the estimates of parameters, the covariance ratio of the datum at t in eq. (9) can be re-expressed in a 

non-matrix form [28] as below 

௧ܴܸܥ  ൌ ଵଵି ሺσෝ′ σෝ⁄ ሻଶೖ∗       (17) 

where ݇∗ ൌ ݉  ݊ െ 1 and ݄௧௧ is the diagonal element of the hat matrix H ൌ AሺAAሻିଵA which corresponds to the 

datum at t. ݄௧௧ can be shown to be 

 ݄௧௧ ൌ ାିଵ       (18) 

Unlike the least square solution, eq.(17) requires either (݉  2 and ݊  3) or (݉  3 and ݊  2) so as to have a 

meaningful estimation of variances and non-zero value of 1-݄௧௧. Furthermore, it is possible that σෝ  is equal to or close to 

zero. To ensure validity of eq.(17), the outlier estimation is performed only when σෝ is above a certain small threshold. 
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3.4 The iterative imputation-biclustering algorithm 
Since missing value imputation and biclustering are interrelated, a joint approach for these two processes is proposed. In 
particular, missing value imputation and biclusters detection are applied iteratively. The procedure of the proposed 
iterative algorithm is summarized as follows, 

1) Initialization: the LLSimpute, is applied to impute all missing values in the gene expression data. 

2) Biclusters detection using BiVisu.  

3) For all detected biclusters, the bicluster model parameters are estimated using least square approach. Then the 
missing values inside the currently detected biclusters are updated as follows:  

 For missing entries that are also inside the biclusters detected in previous iteration, re-estimation is not 
performed. 

 For other missing entries, a partial update is performed using sum of the new estimates obtained from the 

bicluster model with weight ρ and the old estimates with weight 1-ρ, where ρ is equal to one in the first 

iteration and is between 0 and 1 for subsequent iterations. 

4) If the mean absolute difference (MAD) in missing value imputation falls below a pre-set threshold or the 
maximum number of iterations is reached, output the current estimates and terminates the algorithm. 

5) For missing entries that do not fall into the detected biclusters in the current iteration, LLSimpute in step 1 is 
performed.   

 If the missing entries belong to biclusters detected in previous iteration, the missing entries are updated 

partially as the sum of the new estimates with weight η and the old estimates with weight 1-η; 

 Otherwise, they are replaced by the new estimates directly.  

6) Go back to Step 2 for biclusters detection and then missing values imputation. 

In steps 1 and 5, LLSimpute [29] is adopted because LLSimpute is comparable to other popular existing approaches such as 
BPCA [2, 30, 31] and suitable for datasets with high complexity, e.g. experiments involving multiple exposures. Furthermore, 
its parameter can be determined automatically as described in Section 2.2. In step 2, additive-related biclusters are detected 
by BiVisu. In step 3, the bicluster model parameters are estimated for all the detected biclusters as described in Sections 
3.1-3.3. In outlier elimination, only missing entries are considered because their values are originally unavailable which 
implies that there is usually a large error.  

In step 4, the iteration is stopped if the MAD in missing value imputation falls below a pre-set threshold or the maximum 
number of iterations is reached. The purpose of step 5 is to update those missing values not in the currently detected 
biclusters using LLSimpute. If the missing values fall in biclusters detected in previous iteration, a partial update is 
performed.  

4 Experimental results 
The proposed iterative framework is evaluated by experiments on two artificial datasets and three real datasets. In the first 
artificial datasets, 10 datasets of size 360×30 were generated. Each of them was initially assigned with uniformly 
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distributed random values in the range of -10 and 10. Then, 16 additive-related biclusters of size 27×10 were implanted 
into each of the datasets with various degrees of row/column overlaps. In these datasets, the biclusters cover 40% region. 
Finally, 30dB noise was added. The second artificial datasets was generated in a similar way except that 18 biclusters of 
size 30×12 were embedded in each of them. Thus, the percentage of bicluster region in these datasets was 60%.  Two of the 
real datasets are the yeast cell cycle expression dataset yeast_alpha and yeast_elu [32]. The yeast dataset whose data were 
synchronized using α factor arrest is denoted by yeast_alpha while the one whose data were synchronized by elutriation is 
referred as yeast_elu. Their sizes are 4489×18 and 5766×14 respectively. The third real dataset gut_cell contains gene 
expression data of Intestinal epithelial cells [33]. The expression levels are zero-transformed and selected to have at least 3 
fold change. Its size is 933×10 after removing two columns with most missing values and rows with missing values. 

In the experiments for artificial datasets, r % of values were set to be missing randomly inside and outside the biclusters, 
where r = 1, 5, 10, 15, 20. The estimation was repeated five times for each dataset. A similar experiment was performed on 
each real dataset ten times except that the missing values were distributed over the whole matrix as the ‘ground-truth’ 
biclusters are unknown. The estimation error was measured by the normalized root mean square error (NRMSE). Let S be 
a set of positions of missing values in a data matrix. The NRMSE is defined as,  

ܧܵܯܴܰ  ൌ ට∑ ൫ܾ െ ܾ൯ଶሺ,ሻ∈ௌ |ܵ|ൗ σൗ     (19) 

where ܾ is the actual value in the data matrix at position (i, j), ܾ is the corresponding estimate using imputation, |ܵ| is 

the cardinality of the set S and σ is the standard deviation of the actual values at positions in S. NRMSE has a low value for 
an accurate estimation. 

4.1 Performance on missing value imputation using “true” biclusters 
information 
Biclustering implemented in BiVisu [22] was first applied to identify biclusters in the three real datasets yeast_alpha, 
yeast_elu and gut_cell. The detected biclusters are regarded as “true” biclusters. Then for each of the real datasets, ten 
datasets with missing values were generated at various missing rates. After that, all the missing values were initially 
estimated using LLSimpute. The missing values insides the “true” biclusters were re-estimated using least square method 
for additive models as described in Sections 3.1-3.3.   

In the experiments, the parameters of the biclustering algorithm were varied to obtain optimal performance. On the other 
hand, the number of similar genes k is automatically selected as the value which results in the smallest NRMSE of artificial 
missing values using the selection method reviewed in Section 2.2 [12]. Table 1 provides averages of selected values of k. In 
addition to missing rates and nature of datasets, the selected values usually vary during iterations. The results suggest that 
the value of k should be selected adaptively as in the selection method rather than being set at a fixed value. 

Table 1. Selected values of k at different missing rates 

Dataset 
Missing rates 

1% 5% 10% 15% 20% 

yeast_alpha 366-380 249-377 263-431 238-694 216-740 
yeast_elu 222-284 352-681 235-735 303-800 355-1642 
gut_cell 276-355 229-450 267-331 261-350 247-319 

Figures. 1 - 3 show the NRMSE for datasets yeast_alpha, yeast_elu and gut_cell respectively. Results of the local method 
LLSimpute, the global approach BPCA and the hybrid approach POCSimpute without cyclic loss model are included for 
comparison. It can be seen that the estimation using “true” biclusters outperforms the three existing algorithms especially 
at high missing rates. At 20% missing rate, 12% – 26% improvement can be achieved using bicluster information. This 
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observation is related to the change of correlation embedded among expression data. The more missing values are, the less 
data correlation can be conserved. The improvement of the estimation using “true” biclusters can be attributed to the 
strong homogeneity existing in biclusters. The results verify that the bicluster information is useful for missing values 
imputation. 

 

Figure 1. NRMSE of imputation using “true” biclusters, LLSimpute, BPCA and POCSimpute on yeast_alpha 

 

Figure 2. NRMSE of imputation using “true” biclusters, LLSimpute, BPCA and POCSimpute on yeast_elu 

 

Figure 3. NRMSE of imputation using “true” biclusters, LLSimpute, BPCA and POCSimpute on gut_cell 
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4.2 Performance on missing value imputation in the proposed iterative 
framework 
In the experiments for the artificial datasets, biclusters were set to have at least 21 rows and 8 columns. The update weights 

ρ and η were set to 0.7 so that a slightly higher weighting is given to the new estimates than the previous estimates. The 

parameter k of LLSimpute is determined by the algorithm itself as in the experiment discussed in Section 4.1. Table 2 
shows the NRMSE for the artificial datasets with 40% bicluster region. Inside biclusters, the proposed bicluster-based 
algorithm achieves a smaller NRMSE than LLSimpute over all the missing rates. The improvement in NRMSE decreases 
from the highest value 20.10% to the lowest value 11.19% when missing rate increases from 1% to 20%. When missing 
rate increases, the bicluster structure is destroyed so that the estimation accuracy is affected. Table 3 shows the results for 
the artificial datasets with 60% bicluster region. At the same missing rate, lower NRMSE was found for the datasets with 
60% than those with 40% bicluster region. It is because datasets with larger bicluster region exhibit higher coherence. For 
the missing values outsides biclusters, the proposed algorithm performs a bit poorer because there is no correlation among 
the data. As the NRMSE outside biclusters is much larger that inside biclusters, the overall improvement appears to be not 
as high as that inside biclusters. Nevertheless, the results show that the use of coherence information in biclusters can 
positively affect the accuracy of the missing value imputation. 

Table 2. Comparison of NRMSEs using LLSimpute and the proposed bicluster-based algorithm on artificial datasets with 
40% bicluster region 

Algorithm Region 
Missing rate 

1% 5% 10% 15% 20% 

LLSimpute 
Bicluster 0.6855 0.7019 0.7128 0.7301 0.7446 
Other 1.0957 1.0917 1.0792 1.0737 1.0687 
Overall 1.0307 1.0290 1.0197 1.0175 1.0156 

Proposed 
Bicluster 0.5477 0.5685 0.5783 0.6217 0.6613 
Other 1.0998 1.0957 1.0818 1.0804 1.0745 
Overall 1.0191 1.0170 1.0058 1.0097 1.0097 

Improvement 
Bicluster 20.10% 19.01% 18.87% 14.85% 11.19% 
Other -0.37% -0.37% -0.24% -0.62% -0.54% 
Overall 1.13% 1.17% 1.36% 0.77% 0.58% 

Table 3. Comparison of NRMSEs using LLSimpute and the proposed bicluster-based algorithm on artificial datasets with 
60% bicluster region 

Algorithm Region 
Missing rate 

1% 5% 10% 15% 20% 

LLSimpute 
Bicluster 0.5074 0.5243 0.5427 0.5683 0.5908 
Other 1.1557 1.1319 1.1215 1.1078 1.1000 
Overall 0.9779 0.9669 0.9627 0.9572 0.9564 

Proposed 
Bicluster 0.3742 0.3907 0.4095 0.4426 0.4816 
Other 1.1596 1.1396 1.1361 1.1240 1.1186 
Overall 0.9591 0.9508 0.9512 0.9468 0.9498 

Improvement 
Bicluster 26.25% 25.48% 24.54% 22.12% 18.48% 
Other -0.34% -0.68% -1.30% -1.46% -1.69% 
Overall 1.92% 1.67% 1.19% 1.09% 0.69% 

For the real datasets, biclusters were set to have at least 5 rows and 4 columns in the experiments. The NRMSE for the real 
datasets yeast_alpha and yeast_elu are provided in Tables 4 and 5 respectively. At low missing rates of 1% and 5%, the 
improvement of the proposed iterative algorithm over LLSimpute is not obvious. However, the NRMSE obtained by using 
the proposed algorithm is reduced by 14.03% and 19.67% in yeast_alpha and yeast_elu respectively at 10% missing rate. 
At high missing rates, the coherence structure becomes ambiguous so stricter models based on biclusters is significant. At 
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20% missing rates, our improvement over LLSimpute are about 5.85% and 10.58% for yeast_alpha and yeast_elu 
respectively. For the real dataset gut_cell, the performance of the proposed algorithm is still positive although the 
improvement is smaller as shown in Table 6. The bicluster-based estimation using “true” biclusters studied in Section 4.1 
should impose the upper bound on the performance of our proposed iterative algorithm as it uses the biclusters identified in 
gene expression data without missing values. The performance of the proposed algorithm is considerably poorer than the 
estimation using “true” biclusters in the three real datasets. For example at 20% missing rates of the yeast datasets, the 
NRMSE for LLSimpute, our proposed algorithm using true biclusters and our proposed iterative algorithm are 
respectively 0.7, 0.5 and 0.6.  Hence, the accuracy of biclustering should have a great impact on missing value estimation. 
The difference also means that there is still a large room for improvement. How to enhance the estimation based on 
inaccurate biclusters is one of important problems to solve in our future works. 

Table 4. Comparison of NRMSEs using LLSimpute and the proposed bicluster-based algorithm on the yeast dataset 
yeast_alpha 

Algorithm 
Missing rate 

1% 5% 10% 15% 20% 

LLSimpute 0.1950 0.4024 0.6129 0.6609 0.6980 
Proposed 0.1944 0.3966 0.5269 0.6027 0.6572 
Improvement 0.31% 1.44% 14.03% 8.81% 5.85% 

Table 5. Comparison of NRMSEs using LLSimpute and the proposed bicluster-based algorithm on the yeast dataset 
yeast_elu 

Algorithm 
Missing rate 

1% 5% 10% 15% 20% 

LLSimpute 0.1559 0.3467 0.5588 0.6153 0.6609 
Proposed 0.1559 0.3455 0.4489 0.5393 0.5910 
Improvement 0% 0.35% 19.67% 12.35% 10.58% 

Table 6. Comparison of NRMSEs using LLSimpute and the proposed bicluster-based algorithm on the real dataset 
gut_cell 

Algorithm 
Missing rate 

1% 5% 10% 15% 20% 

LLSimpute 0.6746 0.7086 0.6972 0.7053 0.7125 
Proposed 0.6688 0.7017 0.6968 0.7030 0.7114 
Improvement 0.86% 0.97% 0.06% 0.33% 0.15% 

As the proposed algorithm iteratively applies missing value imputation and biclustering, the computational complexity 
should be higher than non-iterative imputation algorithms such as LLSimpute. However, with the use of non-matrix form 
solutions in the outlier elimination as described in Section 3.3, skip of re-estimation in step 3, part 1 and step 5 and the use 
of fast biclustering algorithm (BiVisu), we can compromise the estimation accuracy with computational complexity in the 
real situation. The prototypes of the implementation in Matlab show that the processing time of the proposed algorithm 
with 25 iterations is about 12 times higher than that of LLSimpute in the dataset yeast_alpha at 20% missing rate. The ratio 
of increase in computation time is even lower than the number of iterations. 

4.3. Convergence analysis of the proposed iterative framework 
To study the convergence of the proposed iterative approach in missing value imputation and biclustering, mean absolute 
difference (MAD) between the consecutive estimates of missing values in the first 25 iterations on the real dataset 
yeast_alpha at 20% missing rate is plotted in Figure 4(a). Although the MAD does not become zero within 25 iterations, it 
decreases to a small value. Figure 4(b) shows the corresponding plot of NRMSE. It shows that the average estimation error 
decreases as well. This justifies the use of the MAD as one of termination criteria in our algorithm. Furthermore, the 
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experimental results also suggest that the proposed algorithm can terminate at about 10 iterations with no significant 
change in average error. 

 

(a) (b) 

Figure 4. Plots of (a) MAD and (b) NRMSE between consecutive estimates using the proposed bicluster-based algorithm 
on yeast_alpha at 20% missing rate 

5 Conclusions 
In this paper, a joint approach for missing value imputation and biclustering has been presented so that the two constituent 
processes can interact constructively and improve each others’ results. In particular, our algorithm iterates between 
missing value imputation and biclustering. At first, the missing values are initialized using LLSimpute. Then a biclustering 
algorithm implemented in BiVisu is applied to find biclusters. The coherence inside the detected biclusters is utilized to 
estimate the missing values inside biclusters through additive-models. In order to improve the estimation outside 
biclusters, LLSimpute is re-applied to estimate missing values outside the biclusters. 

Experiments have been conducted on artificial datasets and gene expression data of yeast and intestinal epithelial cells. We 
found that our iterative approach achieves a smaller estimation error than the standalone missing value imputation method 
LLSimpute. This shows that the coherence inside biclusters is able to improve the accuracy of the missing values 
imputation.  We have also studied the convergence of the algorithm in terms of change in estimates between consecutive 
iterations and overall estimation error. Both measures decrease with the increase in iteration on average. Furthermore, the 
change in estimation error is small after 10 iterations. On the other hand, it is found that there is a gap between imputation 
using estimated biclusters and “true” biclusters. Hence our future work is to improve our algorithm to approach the 
performance using the “true” biclusters. In addition, we will investigate the use of other bicluster models such as 
multiplicative models in the iterative framework. 
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